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Abstract. In a number of information retrieval applications (e.g., patent
search, literature review, due diligence, etc.), preventing false negatives is
more important than preventing false positives. However, approaches de-
signed to reduce review effort (like “technology assisted review”) can cre-
ate false negatives, since they are often based on active learning systems
that exclude documents automatically based on user feedback. There-
fore, this research proposes a more recall-oriented approach to reducing
review effort. More specifically, through iteratively re-ranking the rel-
evance rankings based on user feedback, which is also referred to as
relevance feedback. In our proposed method, the relevance rankings are
produced by a BERT-based dense-vector search and the relevance feed-
back is based on cumulatively summing the queried and selected em-
beddings. Our results show that this method can reduce review effort
between 17.85% and 59.04%, compared to a baseline approach (of no
feedback), given a fixed recall target.

Keywords: high recall information retrieval · dense-vector search · rel-
evance feedback

1 Introduction

In a diverse set of information retrieval applications, reaching certain minimal
recall thresholds is key, when identifying which documents in a large corpus are
relevant to an information need. For example, in intelligence and law enforce-
ment use cases, searching for adverse effects of medicines, due diligence, and legal
search applications, preventing false negatives is often more important than pre-
venting false positives [25]. But, manually reviewing all documents exhaustively
is cost intensive and error-prone [19]. Hence, technology is often used to reduce
review effort when retrieving information.

However, technologies aimed at reducing review effort (like “technology as-
sisted review”) can create false negatives, since they often rely on active learning
systems that exclude documents automatically based on user feedback [12].
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Therefore, this research aims to evaluate a more recall-oriented approach for
reducing review effort when cumulatively identifying relevant documents. For
this, we combine two major components: textual similarity and relevance feed-
back. Here, the textual similarity is used to produce relevance rankings, whilst
relevance feedback is used to iteratively improve those relevance rankings based
on user feedback. Hence, our first research question is formulated as follows:
what text similarity methods are most suitable for relevance feedback? Our sec-
ond research question builds on that and reads: to what extent can relevance
feedback help to reduce review effort?

For the textual similarity component, we evaluate TF-IDF and BERT-based
dense-vector representations. For the relevance feedback component, we compare
text-based and vector-based feedback strategies. Moreover, we experiment with
different levels of textual granularity in both components. In the text similarity
component this is done through paragraph-based document rankings and in the
relevance feedback component this is done through feedback amplification.

This combination of representation methods, feedback strategies and levels
of granularity is technically and methodologically novel, and leads to substantial
improvements in results. Given these two components, our proposed method
reduces review effort between 17.85% and 59.04% when compared to our baseline
approach of giving no relevance feedback, given a recall target of 80%.

The remainder of this paper is structured as follows. Section 2 discusses
related work. Next, we describe our methodology (section 3) and experimental
setup (section 4). In section 5 we share the results of our experiments, and the
paper ends with a discussion section (section 6) and conclusion (section 7).

2 Background

In this section we discuss work related to the two main components of our
method: text similarity methods and relevance feedback strategies. For the text
similarity methods we discuss term-based and context-based approaches. Next,
for the relevance feedback strategies, we review text-based and vector-based
strategies.

2.1 Term-based similarity methods

Term-based similarity methods compute text similarity through taking the com-
mon features between two pieces of text into account [7]. As a result, these
methods don’t incorporate contextual language properties like homonymy or
synonymy in their similarity computations.

A simple and commonly used [14] implementation of term-based similarity
is Jaccard similarity [13], which computes text similarity based on how many
features two texts have in common divided by the total number of features across
both texts. The implementation of this similarity method is based on set algebra
(using the intersection and the union operators). The formula for this is given
below. Here, A and B refer to the set of unique words for both documents.
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Jaccard(A,B) =
|A ∩B|
|A ∪B|

=
|A ∩B|
|A|+ |B|

(1)

However, a shortcoming of Jaccard is that frequent terms (that are more
likely to match) within a document are unlikely to be distinctive or important
[6]. To deal with this shortcoming, there are two approaches. The first approach
is based on manually filtering out frequent words based on a predefined list of
words that are known to be common in a given language. These words are often
referred to as “stop words”. Removing stop words when searching for textually
similar documents tends to have a beneficial effect [6]. Hence, we filter out stop
words in our experiment.

The second approach is based on diminishing the value of words that are
common in a corpus [6]. An advantage of this method compared to filtering
stop words is that it’s more dynamic. Certain words that are common within a
specific context (e.g., the word “patient” in medical data) might not be included
in predefined lists of stop words.

This approach is implemented in our TF-IDF-based similarity method through
inverse document frequency. Here, terms are given a measure of uniqueness by
dividing the number of documents in total by the number of documents that
have a specific term. The formula for this metric is given below. Here, D refers
to the number of documents in the dataset whereas d refers to the number of doc-
uments that contain term t. As a result, terms that appear in many documents
(and are therefore less unique) are given a diminished value [24].

idf(t,D) = log
|D|

1 + |{d ∈ D : t ∈ d}|
(2)

2.2 Context-based similarity methods

In this research we also use context-based similarity methods. In contrast to
the term-based similarity methods mentioned previously, these methods do in-
corporate a form of semantic meaning. This is based on the “distributional hy-
pothesis” [11], which is built on the idea that “words that occur in the same
contexts tend to have similar meanings” [7]. Given this hypothesis, this research
uses pre-trained word embeddings that provide vector-based representations of
texts. This enables us to compute the textual similarity based on the similarity
between the vectors (e.g., with cosine similarity) [7].

In this category of pre-trained word embeddings, we are specifically focused
on BERT [9], [26]. The transformer-based architecture of BERT allows it to
capture context-sensitive word properties (like homonymy and synonymy) in its
embeddings. There are versions of BERT made for specific tasks. For example,
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Fig. 1: Simplified architecture of SBERT [21]

Sentence-BERT (SBERT) is a BERT model specifically made for measuring
text similarity using the cosine distance metric [21]. The key advantage SBERT
has over the other BERT models for text similarity tasks is its reduction in
computational overhead. The researchers found that for finding the most similar
pairs in a collection of 10.000 sentences, BERT would take ≈65 hours whereas
SBERT would take 5 seconds. Moreover, it enables a similarity search between
larger bodies of text (like sentences and paragraphs) through mean-pooling the
word embeddings.

A simplified overview of this architecture can be found in Figure 1. Here,
the (word-level) BERT embeddings are first mean-pooled to create paragraph or
sentence level embeddings. Thereafter, these embeddings are compared through
their cosine similarity. Note, for the mean-pooling process, text that exceeds 384
words in length is truncated [21]. As a result, this approach can’t be implemented
on a level of text granularity that exceeds this amount.

2.3 Text-based feedback strategies

Relevance feedback refers to changing the relevance ranking through user feed-
back, generally in multiple iterations [18]. A commonly used text-based relevance
feedback strategy is “keyword expansion”. Here, keywords from the selected
search results are appended to the query. A frequently used implementation
of this approach is based on the inverse document frequency mentioned earlier
in this section. Here, the underlying assumption is that more unique words are
more valuable to the search. In this research we will use this strategy for selecting
keywords to expand our queries with.

2.4 Vector-based feedback strategies

Assuming vector representations of the query and search results are available,
user feedback can also be applied to the queried vector directly. This is referred to
as vector-based pseudo-relevance feedback. In general, there are two commonly
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Fig. 2: Flowchart of the method

used methods for this [15]. First, the queried vector can be averaged with the
positive search results. Second, the queried vector can be summed with the
selected search results. Both strategies are implemented in our research.

A commonly used variation of averaging query vectors is based on Rocchio’s
method for relevance feedback [15]. The high-level idea of this method is to
move the query vector towards the selected vectors through assigning different
weights to selected and queried vectors [22]. The version of Rocchio implemented
by most researchers today [5] [4] differs slightly from the original method, since
it omits the negative feedback (i.e. non-selected documents) from the formula.
As a result, this version of Rocchio can be seen as a weighted average between
the (original) queried embedding and the (averaged) selected embeddings.

The weight of the queried embedding (α) and the weight of the averaged
selected embeddings (β) can be set by a user. Still, the default/consensus values
most research adheres to is α = 0.5 and β = 0.5 [4]. Hence, we use Rocchio with
those parameter values as a baseline method in our experiment.

3 Methodology

In this research we evaluate different relevance feedback strategies and text sim-
ilarity methods with the objective of reducing review effort. As shown in Figure
2, the method for accomplishing this is based on iteratively presenting the user
with a set of (10) results to accept or decline. Thereafter, the accepted docu-
ments are used to improve the query (and consequently results) for the next
iteration.

For returning the results (i.e relevance ranking) we experiment with differ-
ent text similarity methods, levels of textual granularity, and ranking methods.
These methods are explained in the first and second subsections. Next, for pro-
cessing the feedback given after each iteration, we experiment with different
feedback strategies. These are explained in the third and fourth subsections.
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3.1 TF-IDF-based text similarity

Our baseline method is based on TF-IDF, which vectorizes text based on multi-
plying the frequency of a word in a document with the inverse frequency of that
word in the entire data set. Hence, TF-IDF looks at the “uniqueness” of a word
instead of just the frequency. The result of TF-IDF is a sparse vector where all
the words that exist in a document are given their TF-IDF value (words that
don’t appear in a specific document have zero values).

In our research we use TF-IDF to find similar documents using “More-
LikeThis” (MLT). In summary, MLT queries the terms from a document (that
have the highest TF-IDF values) individually using the document index. The
documents returned by these queries are ranked based on combining their MLT
scores, which is defined as the sum of the TF-IDF values of the matching terms
between the queried document and the returned document [10].

Note, we are aware that a commonly used implementation of TF-IDF to
identify textually similar texts is based on computing the cosine distance between
the TF-IDF vectors. However, computing the cosine distance between n vectors
results in quadratic time and space complexity (O(n2)). Hence, we use MLT
instead.

3.2 BERT-based text similarity

Our third similarity method is based on Sentence-BERT (SBERT) embeddings.
These embeddings can be used to find similar texts using “dense-vector search”
(DVS). The distance metric used for this is cosine similarity, which computes
the similarity between two vectors (i.e. embeddings) based on the cosine value of
the angle between the two vectors [20]. This angle is computed through dividing
the dot-product (which is the sum of products from both vectors) by the length
of the vectors. This means that the potential values of this similarity measure
range from -1 (completely opposite) to 1 (completely similar). The formula for
this is given below.

cosine similarity = cos(θ) =
AB

∥A∥∥B∥
=

∑n
i=1 AiBi√∑n

i=1 (Ai)2
√∑n

i=1 (Bi)2
(3)

In order to find embeddings with a high cosine similarity (or low cosine dis-
tance) in a large dataset efficiently we use Hierarchical Navigable Small Worlds
(HNSW) based vector search [17]. HNSW is an algorithm that finds the k
most similar documents to a query with logarithmic time and space complexity
(O(log(N)).
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3.3 Paragraph-based document rankings

Because relevant information can be exclusive to a specific part of a document [1],
we conduct experiments on two levels of text granularity: document and para-
graph. Here, the paragraph level means that we query and retrieve paragraphs
instead of documents. However, for the relevance ranking we only consider doc-
uments. As a result, the experiments on the paragraph level require a document
ranking to be derived from the returned paragraphs. For this, we define two
different paragraph-based document rankings.

The first ranking method is based on taking the highest ranked paragraph
of a document in the ranking as the overall document ranking. For example,
say we return 6 paragraphs from 3 unique documents in the following order:
{d1, d2, d2, d3, d3, d3} where di refers to a paragraph from document i. Then, our
document ranking will be as follows: {1, 2, 3}. Note how the ranking from the
first paragraph of a document determines its position in the document ranking.

The second ranking method is based on counting the number of paragraphs
per document in the ranking, and using that to rank the documents. For example,
say we return the same 6 paragraphs in the following order: {d1, d2, d2, d3, d3, d3}
where di refers to a paragraph from document i. Then, our document ranking
will be as follows: {3, 2, 1}. Note how in contrast to the previous ranking method,
the number of paragraphs per document determines the ranking.

3.4 Baseline feedback strategies

In this research we have three baseline methods for the relevance feedback exper-
iments. The first baseline method is to re-use the original queried embedding. If
a user accepts/declines documents, the ranking of documents remains constant.
This is referred to as “no feedback” or “original”.

The second baseline method is based on keyword expansion. In keyword
expansion, each iteration a number of keywords from the documents with positive
pseudo-relevance feedback is selected and appended to the original query using
an OR operator. As a result, the selected keywords serve as a pre-filter for the
original query where the documents should contain at least 1 of the collected
keywords to be considered. In our research, this selection is done based on the
(highest) inverse document frequency value.

3.5 Vector-based feedback strategies

Since the queried and collected texts have vectors (e.g., BERT or TF-IDF), the
relevance feedback methods are based on vector operations. These vector opera-
tions are based on summing and averaging the vectors. For this, we experiment
with both cumulative (i.e. include the queried vector in the average/sum) and
non-cumulative feedback (i.e. exclude the queried vector in the average/sum).

Also, for text similarity methods implemented on the paragraph level, rel-
evance feedback can be amplified to the document level. If a given paragraph
receives positive relevance feedback, then that feedback can be extended to other
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Model name Size #Dimensions Speed (sentences/sec)

all-mpnet-base-v2 420 MB 768 2800

all-MiniLM-L12-v2 120 MB 384 7500

all-MiniLM-L6-v2 80 MB 384 14200

Table 1: Selected BERT models’ characteristics according to [21]

paragraphs that have the same parent document. In our research this will be re-
ferred to as “amplified feedback” (or “amp” in tabular formats). Note, feedback
amplification is not applicable to any of our baseline methods.

4 Experimental setup

This section provides an overview of the experiments and our data (and prepro-
cessing). The first experiment focuses on comparing the performances of differ-
ent text similarity methods. The second experiment focuses on implementing the
best performing similarity method using different relevance feedback strategies.

4.1 Data and preprocessing

Our research uses the RCV-1 v2 [3] dataset in all the experiments. This dataset
was made public in 2005 by Reuters News and consists of 806784 news articles.
Due to hardware constraints, we did not use the complete dataset in our experi-
ment. Instead, we randomly sampled 300 articles per topic. For this, we sampled
15 (unrelated) topics that are equally split in train, validation, and test. More-
over, besides these topics we also sampled 4 topics that share the same parent
topics. This set will be referred to as the “ambiguous” set.

As for preprocessing, in TF-IDF we filter out stop words, numbers, and con-
vert the text to lowercase. The stop word list used for this is publicly available
on GitHub3. For the SBERT-based experiments, we only remove numbers and
special characters.

Finally, for the experiments on the paragraph level, we first split the text into
sentences using the <p>...</p> tags in the XML files from RCV-1 v2 dataset
[3]. Next, a paragraph is created through concatenating every 3 adjacent sen-
tences of a document (and the remainder). For SBERT the number of words in a
paragraph can’t exceed 384. Hence, we verified that the paragraphs in the topic
sets do not exceed that limit.

4.2 Text similarity methods

For the text similarity methods, we compare two approaches: MLT (which is
based on TF-IDF) and DVS (which is based on SBERT). For both methods, we
iterate through our set using “query by document” (QBD). Each time we query

3 https://github.com/stopwords-iso/stopwords-en
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a document/paragraph to return other documents/paragraphs that belong to
the same topic.

For MLT, we set two parameters. First, the minimum document frequency for
words to be considered (minDf). Second, the maximum document frequency for
words to be considered (maxDf). Due to limited computing resources, we didn’t
conduct a full grid search to find the optimal values for these parameters. Instead,
we conducted a manual search on the train and validation sets and used the
average of the most performant parameter values on our test (and ambiguous)
set. Note, we conduct these experiments on the paragraph and document level.

For DVS, we don’t have any parameters to set. Hence these experiments
are conducted directly on our test set and our ambiguous set. However, we do
experiment with three different pre-trained SBERT models. These are selected
based on being the general-purpose models in the SBERT documentation [21].
An overview of these models can be found in Table 1. Note, due to SBERT’s
maximum context length, we conduct these experiments on the paragraph level
only.

Finally, we evaluate the similarity methods based on (the macro averaged)
recall, precision and F1 scores. For these metrics, the definition of a “true pos-
itive” is a returned document that is of the same set as the queried document.
This positive set is based on the annotations of the dataset. For example, if
we query a document annotated as “sports”, then the document returned (as
similar) should also be annotated as “sports” to be considered a true positive.

4.3 Relevance feedback

For our relevance feedback experiments we implement a form of pseudo-relevance
feedback. Here, the feedback is based on the same definition of a true positive
as mentioned earlier.

An overview of the layout of the experiment can be found in Algorithm 1.
Note how each iteration the already collected/declined documents are filtered
from the search. Also, note how the query is updated each iteration based on the
pseudo-relevance feedback. In our implementation of this experiment, we collect
10 documents/paragraphs each iteration.

Finally, for performance evaluation, we record the average number of itera-
tions needed to achieve exactly 80% recall (which is a commonly used threshold
in information retrieval [23]).

5 Results

This section is an overview of the results from our experiments. In the first
subsection, we discuss the results of the individual text similarity methods. In
the second subsection, we discuss the results of the different relevance feedback
strategies.
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Algorithm 1: Pseudo relevance feedback experiment

input : paragraph, maxRecall
output: Iterations needed to achieve recall

1 iterations = 0
2 while recall(acceptedDocuments) ≤ maxRecall do
3 filter = acceptedDocuments + declinedDocuments
4 results = query(paragraph, filter) // Returns top 10 results.

5 for result in results do
6 if feedback for result is positive then
7 paragraph = processFeedback(result)
8 acceptedDocuments += result

9 else
10 declinedDocuments += result

11 iterations + = 1

12 return iterations

5.1 Text similarity methods

For our TF-IDF-based approach, the manual search on the train and validation
sets resulted in the parameter values of maxDf=0.8 and minDf=0 on both the
paragraph and document level. Hence, the TF-IDF related results are based
on these parameter values. Next, for the DVS experiments, all-mpnet-base v2
was the best performing pre-trained model. Hence, the results of this model are
shown in this section.

For our test set, the recall-precision graphs are shown in Figure 3 and Fig-
ure 4. In both Figures, it’s apparent that deriving a document ranking from
its highest ranked paragraph outperforms ranking documents based on count-
ing the paragraphs. Moreover, for both methods querying the first paragraph
of a document slightly outperforms querying random paragraphs. Next, for the
TF-IDF-based method specifically, the experiments on the document level out-
perform the experiments on the paragraph level.

Finally, when comparing the performance of the optimal configuration of both
approaches, DVS (with a first-based ranking) outperforms all TF-IDF-based
approaches. Next, when comparing the optimal configurations of the approaches
on the ambiguous set, we again see that DVS outperforms the TF-IDF-based
approach (see Figure 5).

5.2 Relevance feedback

For the second set of experiments, we experimented with different feedback
strategies using the identified text similarity method (DVS). For these exper-
iments, the average number of iterations (and standard deviation) needed to
achieve 80% recall for all methods and datasets is shown in Table 2. Note, every
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Fig. 3: Different configurations for the TF-IDF-based approach on the test set

Fig. 4: Different configurations for DVS on the test set

Fig. 5: Identified configurations of DVS and TF-IDF-based approach on the am-
biguous set
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Feedback strategy
Mean
(Test)

Std Dev
(Test)

Mean
(Ambiguous)

Std Dev
(Ambiguous)

No feedback 33.36 8.84 46.77 10.04

Keyword expansion 32.24 8.03 44.23 9.94

Rocchio (α = 0.5, β = 0.5) 29.50 3.79 37.98 5.11

Average 29.43 1.51 32.65 2.97

Average (amp) 30.17 1.03 32.99 1.80

Sum 28.29 0.75 29.41 2.13

Sum (amp) 28.46 0.50 30.54 1.31

Average 31.54 1.14 38.68 4.41

Average (amp) 32.81 1.08 38.41 2.64

Sum 32.80 1.12 38.80 5.28

Sum (amp) 32.20 0.87 38.20 3.77

Table 2: Iterations needed to achieve 80% recall (baselines are in the top cells,
cumulative approaches are in the middle cells, non-cumulative approaches are in
the bottom cells).

iteration translates to a review effort of 10 paragraphs. Similar to the previous
experiments, the results are available on the test set and the ambiguous set.

First, the results on the test set. Here, it’s apparent that the feedback meth-
ods based on vector operations require fewer iterations and have a lower standard
deviation that the baseline methods. The best performing feedback method is
summing the vectors. Next, the results on the ambiguous set. Here, all simi-
larity methods require more iterations to reach 80% recall and have a higher
standard deviation than they have on the test set. Still, feedback methods based
on summing the vectors (cumulatively) gives the best results.

It’s apparent that cumulative feedback methods outperform non-cumulative
feedback methods for all vector-based relevance strategies. Moreover, the dif-
ference between averaging and summing vectors is smaller when using non-
cumulative strategies.

A noteworthy finding when comparing the results from the test set and the
ambiguous set is the gap between the minimal baseline method (of no feedback)
and the optimal feedback method (of cumulatively summing the vectors). On
the test set, the reduction of review effort (measured in the number of iterations
to achieve 80% recall) is 17.85%. On the ambiguous set however, this reduction
of review effort equals 59.04%. Another noteworthy finding is that amplifying
the feedback to sibling paragraphs reduces the standard deviation, but not the
number of iterations needed to achieve 80% recall.

Finally, for all methods we measured average time taken per iteration. The
results for this are shown in Table 3. These results show that relevance feedback
strategies based on vector operations (average and sum) add little latency to
the experiment compared to no feedback. Still, amplifying feedback to sibling
paragraphs does add some latency to the experiment for both averaging and
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Strategy Average time per iteration (in seconds)

No feedback 0.02298

Average 0.02386

Sum 0.02417

Rocchio 0.02901

Sum (amp) 0.04982

Average (amp) 0.05097

Keyword expansion 0.12093

Table 3: Average execution times for different relevant feedback strategies

summing vectors. However, keyword expansion adds the most latency to the
experiments.

6 Discussion

This section is a discussion of the results. First, we interpret the results for our
two main experiments. Second, we discuss the limitations of our research and
the resulting suggestions for future work.

6.1 Text similarity methods

For all of text similarity methods, some common denominators emerge from the
results. First, querying the first paragraph gives better results that querying a
random paragraph. This coincides with findings from related work, since prior
research found that the effectiveness of “query by document” approaches depends
on the prevalence of relevant terms in the queried text [27]. Combining this
finding with our results, it’s probable that the first paragraphs in the RCV-1 v2
dataset outperform random paragraphs because they have a higher prevalence
of relevant terms. This property could be exclusive to the news articles used in
our research, and therefore might not apply to the data used in other domains

Another commonality between the methods is related to the paragraph-based
document rankings. Here, we see that for all methods ranking documents based
on the first paragraph in the ranking gives better results than querying docu-
ments based on counting their paragraphs in the ranking. Potentially, this could
be related to differences in the number of paragraphs per document. Because, if
a document only has one paragraph, then it’s always bound to be at the bottom
of a count-based ranking. Regardless of how related/similar that document is.

As for comparing the different text similarity methods, both sets of experi-
ments show that DVS outperforms the TF-IDF-based approach. Considering our
DVS approach is based on BERT instead of TF-IDF, this finding makes sense.
Because, BERT’s bidirectional self-attention mechanism [9] enables it to under-
stand more ambiguous and context-sensitive language properties. For example,
the usage of synonymy, homonymy and referrals.
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6.2 Relevance feedback

For the second experiment, the best performing text similarity method (DVS,
with a first-based document ranking) was implemented for relevance feedback.
For both the test set and the ambiguous set, the experiments show that rel-
evance feedback methods based on cumulatively summing the vectors reduce
review effort the most. Interestingly, this improvement does not seem to come
at a computational cost. Since Table 3 shows that the execution time of these
methods (without feedback amplification to sibling paragraphs) is fairly similar
to our minimal baseline method (of no feedback). Note, when optimizing for a
low standard deviation, amplifying feedback to sibling paragraphs is beneficial,
which does add latency to the experiment.

6.3 Relevance

First, with regards to implementation, our results show that review effort can be
decreased using text similarity-based relevance feedback methods. An important
side note in this finding is that relevance feedback accomplishes this through only
re-ranking documents. As a result, this strategy does not produce false negatives
automatically without the awareness of the user (in contrast to an active learning
based approach). This is particularly important in use-cases that require a high
recall.

Second, with regards to scientific novelty and contributions, we should state
that the concept of relevance feedback has been studied before [28]. However, cer-
tain parts within our implementation are (to our knowledge) novel and therefore
contribute to science.

First, the evaluation of different paragraph-based document rankings con-
tribute to the domain of paragraph-based document-to-document retrieval. Given
the rise of large language models (that are generally limited to the paragraph
level [16]) and the fact that relevant information can be exclusive to a spe-
cific part of a document [1], these findings are applicable beyond the technolo-
gies/embeddings used in this research.

Second, our results show that the usage of sibling paragraphs in relevance
feedback can reduce the standard deviation of review effort. To our knowledge,
this technique and finding is novel. Moreover, a more “stable” reduction of review
effort could be favorable in real-world scenarios. Hence, this finding is not just
novel, but also applicable.

6.4 Limitations

The size of the dataset (only 300 articles per topic) is smaller than most real-
world information retrieval scenarios. Moreover, our data only consists of news
articles. Therefore, certain findings in our research (e.g., the fact that querying
the first paragraph slightly outperforms querying random paragraphs) might
not apply on other datasets. Still, given the fact that the RCV-1 v2 dataset is
commonly used as a benchmark dataset in information retrieval [8], the results
are still an adequate indication of our method’s performance.
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6.5 Future work

Our first suggestion for future work is related to the size of our dataset. As
mentioned, due to computational constraints we only sampled 300 articles per
topic. However, datasets in real-world information retrieval applications can be
much larger than that. As a result, future work could run these methods on
larger datasets to research their scalability.

Next, this research uses Solr’s “MoreLikeThis” functionality to increase the
speed of our TF-IDF-based similarity experiments. Meaning, we didn’t use any
vector space scoring to compute the similarities between the TF-IDF vectors.
The reasoning behind this is that computing the (cosine) similarities between n
TF-IDF vectors results in quadratic (O(n2)) time and space complexity, which
is simply not viable in a real-world application.

However, recent innovations have made it possible to compute the pairwise
similarities between (sparse) vectors much faster. An example of this is the
ChunkDot Python library [2], which splits the TF-IDF matrix into chunks and
computes the similarities in parallel. Future work could use this innovation to
experiment with TF-IDF-based cosine similarity as an additional text similarity
method.

7 Conclusion

This research aimed to evaluate the impact of changing the (text similarity-
based) relevance rankings based on relevance feedback. For this, the first research
question was formulated as follows: what text similarity methods are most suit-
able for relevance feedback? Our results show that the most suitable text simi-
larity method for this is DVS (using BERT-based dense-vector representations)
where the highest ranked paragraph determines the document ranking.

Next, the second research question was formulated as follows: to what extent
can relevance feedback help to reduce review effort? Here, our results show that
(compared to processing no relevance feedback) the relevance feedback method
identified in this research reduces review effort between 17.85% and 59.04%,
given a target recall level of 80%.

Given the recall-oriented nature of many information retrieval applications
[25], the results for the relevance feedback experiments are very encouraging.
Since, in contrast to an active learning based strategy (which typically used for
this purpose), this approach reduces review effort through only re-ranking doc-
uments. As a result, there are no false negatives created without the awareness
of the user.
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