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An important open problem in deep learning is enabling neural networks to in-
crementally learn from non-stationary streams of data [1,3]. For example, when
deep neural networks are trained on samples from a new task or data distribu-
tion, they tend to rapidly lose previously acquired capabilities, a phenomenon
referred to as catastrophic forgetting [7,2]. In stark contrast, humans and other
animals are able to incrementally learn new skills without compromising those
that were already learned [4]. The field of continual learning, also referred to
as lifelong learning, is devoted to closing the gap in incremental learning ability
between natural and artificial intelligence. In recent years, this area of machine
learning research has been rapidly expanding, fuelled by the potential utility of
deploying continual learning algorithms for applications such as medical diagno-
sis [5], autonomous driving [10] or predicting financial markets [9].

Despite its scope, continual learning research is relatively unstructured and
the field lacks a shared framework. Because of an abundance of subtle, but of-
ten important, differences between evaluation protocols, systematic comparison
between continual learning algorithms is challenging, even when papers use the
same datasets [8]. It is therefore not surprising that numerous continual learning
methods claim to be state-of-the-art. To help address this, here we describe a
structured and intuitive framework for continual learning.

We put forward the view that, at the computational level [6], there are three
fundamental types, or ‘scenarios’, of supervised continual learning (Table 1). In-
formally, (a) in task-incremental learning, an algorithm must incrementally learn
a set of clearly distinguishable tasks; (b) in domain-incremental learning, an al-
gorithm must learn the same kind of problem but in different contexts; and (c) in
class-incremental learning, an algorithm must incrementally learn to distinguish
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Table 1. — Overview of the three continual learning scenarios. Notation: X is
the input space, Y is the within-context output space and C is the context space. In this
article, the term ‘context’ refers to an underlying distribution from which observations
are sampled. The context changes over time. In the continual learning literature, the
term ‘task’ is often used in a way analogous to how the term ‘context’ is used here.
Task-IL: task-incremental learning, Domain-IL: domain-incremental learning, Class-IL:
class-incremental learning.

Scenario Intuitive description Mapping to learn

Task-IL Sequentially learn to solve number of distinct tasks f: X × C → Y

Domain-IL Learn to solve same problem in different contexts f: X → Y

Class-IL Discriminate between incrementally observed classes f: X → C × Y

between a growing number of objects or classes. In the accompanying article,
we formally define these three scenarios and point out different challenges asso-
ciated with each one of them. We also review existing strategies for continual
learning with deep neural networks and we provide a comprehensive, empirical
comparison to test how suitable these different strategies are for each scenario.

These three scenarios and their different challenges can be conveniently stud-
ied in an academic continual learning setting, where a classification-based prob-
lem is split up in discrete, non-overlapping contexts (which are often called
‘tasks’) that are encountered in sequence. We show that in this setting there
is a clear separation between the three scenarios. At least in part because of
a preprint of the accompanying article [11], the terms ‘task-incremental learn-
ing’, ‘domain-incremental learning’ and ‘class-incremental learning’ are some-
times used in the recent literature in a way that restricts them to this aca-
demic setting. Here, by interpreting these three scenarios as specifying how the
non-stationary aspect of the data relates to the mapping that must be learned,
we propose that they generalize to more flexible continual-learning settings. To
demonstrate the value of such generalized versions of these three scenarios, we
show how a ‘task-free’ data stream without sharp context boundaries can also
be performed in these three different ways.

We believe that the three continual learning scenarios described in this article
provide a useful basis for defining clear and unambiguous benchmark problems
for continual learning. We hope this will accelerate progress to bridge the gap
between natural and artificial intelligence. Moreover, we believe that it is an im-
portant conceptual insight that, at the computational level, a supervised learning
problem can be incremental in these three different ways. Perhaps especially in
the real world, where continual learning problems are often complex and ‘mix-
tures’ of scenarios, it might be fruitful to approach problems as consisting of a
combination of these three fundamental types of incremental learning.
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