
Multi-Agent Communication using Difference
Rewards Policy Gradients

Simon Vanneste†[0000−0002−9664−9925], Astrid Vanneste†[0000−0002−6742−6722],
Tom De Schepper††[0000−0002−2969−3133], Siegfried

Mercelis†[0000−0001−9355−6566], Peter Hellinckx∗[0000−0001−8029−4720], and Kevin
Mets†[0000−0002−4812−4841]

University of Antwerp - imec
IDLab - †Faculty of Applied Engineering, ††Department of Computer Science

Sint-Pietersvliet 7, 2000 Antwerp, Belgium
*University of Antwerp, Faculty of Applied Engineering

{simon.vanneste, astrid.vanneste, tom.deschepper, siegfried.mercelis,
peter.hellinckx, kevin.mets}@uantwerpen.be

Abstract. Communication learning while learning a behaviour policy
is a challenging problem within the multi-agent reinforcement learn-
ing domain. In this work, we combine the Multi-Agent Counterfactual
Communication (MACC) method with the Difference Reward Policy
Gradient (DR.PG) method and propose the novel Difference Reward
Multi-Agent Counterfactual Communication (DR.MACC) method. The
DR.MACC method enables us to create an agent-specific difference re-
turn for the action and communication policy of the agents. This policy-
specific difference return minimizes the credit-assignment problem com-
pared to using the team reward directly. The DR.MACC method does
not require us to learn a joint Q-function, like the MACC method, but
instead operates using the environment’s reward function. Alternatively,
when the reward function is unavailable, we can learn an approximation
of the reward function in the DRR.MACC method. Here, the agent’s en-
vironment interactions are used to train the approximation of the reward
function using supervised learning. In the experiments, we compare the
novel DR.MACC method against the MACC method with an individual
Q-function and a joint Q-function. The results show that the DR.MACC
method can outperform both MACC variants in the different environ-
ment configurations.

Keywords: Multi-Agent · Reinforcement Learning · Communication
Learning · Difference Return.

1 Introduction

Single-agent Reinforcement Learning (RL) [9–11, 17, 18] has received a lot of
attention from the machine-learning community. However, many real-world sys-
tems can naturally be described as cooperative multi-agent systems (e.g. indus-
trial robotic or traffic light control [14]). When combining multi-agent systems
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with RL, we enter the domain of Multi-Agent Reinforcement Learning (MARL).
In cooperative MARL systems, the agents need to learn to work together to
achieve a common goal. To achieve this, the agents are trained using a shared
team reward which encourages cooperative behaviour and prevents the agents
from learning any competitive behaviour. In certain environments, the agents
need to share information with the other agents to successfully reach their com-
mon objective. This inter-agent communication [4, 20] can simultaneously be
learned while training the action policy (e.g. communication for MARL traf-
fic light control [19]). This allows the agents to learn a custom communication
protocol which is specifically created for a certain environment.

A general problem within MARL with or without communication is the
credit-assignment problem [1, 2, 5, 20]. This problem is caused by only using a
single reward to train a set of cooperative agents which makes it difficult for
the agents to extract their impact on the team reward. A common method to
handle the credit-assignment problem within cooperative MARL is by using the
Centralized Training and Decentralized Execution (CTDE) paradigm [1, 4, 5, 13,
20]. Within this paradigm, the agents are trained centralized which allows us
to use centralized training structures (like parameter sharing, free communica-
tion between the agents, and a centralized critic) while the policies can still be
deployed decentralized. This paper tackles the credit-assignment problem in co-
operative MARL with inter-agent communication, using the CTDE paradigm, by
presenting the novel Difference Reward Multi-Agent Counterfactual Communi-
cation (DR.MACC) and Difference Reward with a learned Reward model Multi-
Agent Counterfactual Communication (DRR.MACC) methods. These methods
combine the DR.PG method [1] (see Section 3.2) and the MACC method [20]
(see Section 3.3). These methods allow us to learn a discrete action and discrete
communication policy, without the need to learn a joint Q-function which has
scalability problems, by using or learning a joint reward function.

2 Related Work

An important problem in cooperative MARL is the credit-assignment problem [1,
5, 20]. This is caused by training a set of cooperative agents using a team reward
which makes it difficult for an agent to observe its impact on this reward. A pop-
ular method to tackle the credit-assignment problem is by using a centralized
critic under the CTDE paradigm. MADDPG [7] is a multi-agent variant of the
Deep Deterministic Policy Gradient (DDPG) method [15] where we use a central-
ized critic allowing it to reduce the credit-assignment problem. However, using
the centralized critic requires us to learn a joint Q-function which poses scal-
ing and stability problems for any method that uses a centralized critic. Next,
Foerster et al. [5] presented the Counterfactual Multi-Agent (COMA) policy
gradients method which also uses a centralized critic. Here the critic creates an
agent-specific advantage by subtracting a counterfactual baseline from the joint
Q-value which is then used to train the individual agents. The COMA method
shares a similar disadvantage as MADDPG by requiring a joint Q-function. The
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Difference Reward Policy Gradient (DR.PG) [1] method is an alternative to the
COMA method where there is no need to train a joint Q-function. The method
uses the environment reward function or a learned approximation to create an
agent-specific difference return. This difference return is then used to train the
individual agents. Section 3.2 discusses this method in more detail.

Next, we describe the related work of communication learning in MARL. Fo-
erster et al. [4] presented the Differentiable Inter-Agent Learning (DIAL) which
uses a differentiable communication channel. This communication channel al-
lows the gradients to flow back from the receiving agents back towards the
sending agent (inter-agent backpropagation) and learn a communication pro-
tocol between the agents. The action policies of the agents are trained by using
independent Q-learning. Sukhbaatar et al. [16] propose a similar method called
CommNet which learns a communication protocol by sharing the hidden state of
an agent with the other agents. This hidden state is then also trained using inter-
agent backpropagation. Targeted Multi-Agent Communication (TarMAC) [3] is
a communication learning method where the agents add a signature to each
send message which allows the receiving agents to focus on the relevant mes-
sages by using an attention mechanism. Similar to the DIAL and CommNet
methods, TarMAC also uses a differentiable communication channel to train the
communication policy by using inter-agent backpropagation. Additionally, this
method uses a centralized critic (joint Q-function) in the policy gradient update
for the different agents. Jaques et al. [6] presented a method to learn the so-
cial influence between agents in a MARL system. Here they investigate social
influence through the actions of the other agents and through learning a com-
munication protocol. The agents are trained to learn their social influence by
adding a causal influence reward which models the change in distribution when
the agents perform an action or send a message. This distribution is obtained
by reasoning about counterfactual actions. Using this method it is not necessary
to use a differentiable communication channel. Finally, the MACC [20] method
is a communication variant of the COMA method. This method learns the com-
munication policy by using counterfactual reasoning to obtain a policy-specific
advantage. In Section 3.3, the MACC method is discussed in more detail. How-
ever, similar to the COMA method, the method requires us to learn a joint
Q-function which again poses scaling and stability problems.

So in this work, we present the DR.MACC method which combines the
DR.PG method with the MACC method. This allows us to learn a commu-
nication protocol using a counterfactual baseline without the need to learn a
joint Q-function.

3 Background

In this section, we describe the background information on the Multi-Agent
Markov Decision Process, Difference Reward Policy Gradient (DR.PG) [1], and
Multi-Agent Counterfactual Communication (MACC) [20]. This section and the
following sections use a shared notation where the superscript is used as an



4 S. Vanneste et al.

Action Environment

Communication Environment

π1u

π1c

Agent 1
...

πnu

πnc

Agent n
μ1

t μn
t

on
t

mn
t

un
to1

t

m1
t

u1
trt rt

Fig. 1: The Dec-MDP with communication between the agents.

agent identifier. Here, a identifies the current agents and −a identifies the group
of all the agents without the current agent. The joint variant is indicated by the
omission of the superscript. Next, the subscript indicates if the symbol is used
for actions (u) or communication (c). Additionally, the subscript is also used to
define the current time step t where t : T is used to show the group of times steps
from t until the terminal time step T (st:T = ∪Tk=0st+k). Finally, the notation
E[X;P ] represents the expected value of X under the distribution P.

3.1 Markov Decision Process

In this work, we use the Decentralized Markov Decision Process (Dec-MDP) [12]
framework. Here, n agents are trained using a shared team reward rt to achieve
cooperative behaviour between the agents. At time step t, every agent a selects
an action uat based on the action policy of the agent πau using the observa-
tion oat and the received messages µat . Additionally, every agent also includes a
communication policy πac which generates an output message ma

t by using the
observation oat and input messages µat The input messages are created by the
communication environment (defined by the communication function M) based
on the output messages of the communication policies µt+1 = M(mt) (see Fig-
ure 1). A Dec-MDP is a jointly observable environment which means that the
global environment state st can be uniquely identified by the joint observation
ot. When this property does not hold, we end up in the Decentralized Partially
Observable Markov Decision Process [12] framework (see Section 4.5 where we
describe the DR.MACC equations to use in a Dec-MDP).

3.2 Difference Reward

Castellini et al. [1] described the Difference Reward Policy Gradient (DR.PG)
method which is a method that is closely related to the COMA method [5]. Both
these methods use the aristocrat utility [21] to create a baseline which enables
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them to create an agent-specific advantage or difference reward. However, the
COMA method requires us to learn a joint Q-function while the DR.PG can use
the environment reward function directly when possible or learn a model of the
reward function in the Difference Reward Policy with a learned Reward model
Gradient (DRR.PG) method. The agent-specific action difference reward ∆Rau
is the difference between the reward and the expected reward R̄au under policy
πau. The expected reward can be calculated by using the reward function R and
the policy of the agents (see Equation 1). Here, the joint action is defined by the
concatenation of the actions of the other agents u−at and the alternative actions
of the current agent u′at .

∆Rau(st, ut) = rt − R̄
a
u(st)

= rt −
∑
u′a
t

πau(u′at |oat )R(st, 〈u′at , u−at 〉) (1)

The difference return ∆Gau is obtained by calculating the discounted difference
reward as shown in Equation 2.

∆Gau(st:T , ut:T ) ,
T∑
k=t

γ k−t∆Ra(sk, uk) (2)

Next, the gradient gau for the action policy is obtained by using the difference
return (see Equation 3). The gradient can then be used to update the parameters
of the action policy for agent a.

gau = E
[ T−1∑
t=0

∇θau lnπau,θau(uat |oat , µat )∆Gau(st+1:T , ut:T−1)
]

(3)

Finally, the reward function is not available in every situation, so Castellini et
al. [1] also presented the DRR.PG method which learns the reward function after
which the previously described DR.PG method is used to train the action policy.

3.3 Multi-Agent Counterfactual Communication

Multi-Agent Counterfactual Communication (MACC), as described by Vanneste
et al. [20], learns a centralized action Q-function Qu that is used to learn both
the action policy πu (similar to COMA) and communication policy πc by calcu-
lating a policy-specific advantage. The communication policy gradient is shown
in Equation 4 which is used to update the parameters of the communication
policy.

gac = E
[ T−1∑
t=0

∇θac lnπac,θac (ma
t |oat , µat )Aac (st+1:T ,mt:T−1)

]
(4)

The communication policy advantage Aac is used to learn the communication
policy and can be obtained by using counterfactual reasoning. These calculations
are shown in Equation 5 and 6.

Aac (st,t+1,µ
a
t ,mt) = Qc(st,t+1,mt)− V ac (st,t+1,µ

a
t ,m

−a
t ) (5)
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V ac (st,t+1,µ
a
t ,m

−a
t ) =

∑
m′a

t

(
Qc(st,t+1, 〈m′at ,m−at 〉)πac (m′at |oat ,µat )

)
(6)

The communication Q-function Qc cannot be learned directly because of the
non-stationarity of the communication utility due to the changing policy of the
other agents. While the communication Q-function Qc cannot be learned, it can
be calculated using the policies of the other agents and the action Q-function
Qu. To do so, the communication Q-function Qc is split into the Communication
Policy to Action Policy (CU) Q-function Qcu and the discounted Communication
Policy to Communication Policy (CC) Q-function Qcc as shown in Equation 7.

Qc(st,t+1,mt) = Qcu(st,t+1,mt) + γcQcc(st,t+1,mt) (7)

The CU Q-function Qcu is defined as the expected action Q-value under the
action policy of the agents given the output messages as shown in Equation 8.
The CC Q-function Qcc can be calculated by using a specialized algorithm for
which we refer to the work of Vanneste et al. [20].

Qcu(st,t+1,mt) = E
[
Qu(st,t+1, u

′
t+1);πu(u′t+1|ot+1,M(mt))

]
(8)

Vanneste et al. [20] investigate several methods to approximate the CU Q-
function Qcu to reduce the computational cost. Based on these results, we use
Agent-Based Sampling (ABS) as shown in Equation 9.

Q̂cu(st,t+1,mt) =
1

n

n∑
a′=0

E
[
Qu(st+1, (u

′a′
t+1, ũ

−a′
t+1));πa

′

u (u′a
′

t+1 | oa
′

t+1,Ma′(mt))
]

with: ũ−a
′

t+1 ∼ π−a
′

u (o−a
′

t+1,M−a′(mt))
(9)

4 Method

In this section, we describe our novel method which takes the advantages of the
DR.PG method [1] and applies it to the MACC method [20]. This combination
allows us to learn a communication policy using difference rewards while using
the DR.PG method to learn the action policy.

4.1 Difference Reward Multi-Agent Counterfactual Communication

In our novel Difference Reward Multi-Agent Counterfactual Communication
(DR.MACC) method, the agent-specific communication policy is trained using
the agent-specific communication difference reward. The global architecture of
the DR.MACC method is shown in Figure 2. In this architecture, the reward
critic creates an action and communication difference return based on the re-
ward function. Next, the communication difference return is used to calculate
the gradient gac (see Equation 10) of the communication policy for agent a which
is used to update the neural network parameters θac .
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Fig. 2: The DR.MACC architecture where a centralized reward critic calculates
a difference reward for the action and communication policies.

gac = E
[ T−1∑
t=0

∇θac lnπac,θac (ma
t |oat , µat )∆Gac (st+1:T ,mt:T−1)

]
(10)

The agent-specific communication difference return ∆Gac is composed of the
Communication Policy to Action Policy (CU) difference return ∆Gacu and the
Communication Policy to Communication Policy (CC) difference return ∆Gacc
(see Equation 11).

∆Gac (st+1:T ,mt:T−1) = ∆Gacu(st+1:T ,mt:T−1) + γc∆G
a
cc(st+1:T ,mt:T−1) (11)

First, the CU return Gacu models the expected difference return of a certain
message under the joint action policy of the different agents (see Equation 12).
This CU return is based on the CU Q-function from the MACC method as shown
in Equation 8. Intuitively, this CU return represents the impact of a message
on the selection of the joint action and how it impacts the expected return. It
is important to note that this equation uses the communication function M to
determine which messages are received by which agents.

Gcu(st+1:T ,mt:T−1) = E
[
Gu(st+1:T , u

′
t+1:T );πu(u′t+1:T |ot+1:T ,M(mt:T−1))

]
(12)

Equation 13 shows how we can obtain the CU difference return based on the CU
return.
∆Gacu(st+1:T ,mt:T−1) = Gcu(st+1:T ,mt:T−1)− E

[
Gcu(st+1:T , 〈m′at:T−1,m−at:T−1〉);
πac (m′at:T−1|ot+1:T , µ

a
t+1:T )

]
(13)

Next, the CC return Gcc is the expected CU return under the joint communica-
tion policy which is also similar to the CC Q-function from the MACC method.

Gcc(st+1:T ,mt:T−1) = E
[
Gcu(st+2:T ,m

′
t+1:T−1);

πc(m
′
t+1:T−1|ot+1:T−1, µt+1:T−1)

] (14)
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The CC difference return is the difference between the CC return and the ex-
pected CC return over the communication policy (see Equation 15).

∆Gacc(st+1:T ,mt:T−1) = Gcc(st+1:T ,mt:T−1)− E[Gcc(st+1:T , 〈m′at:T−1,m−at:T−1〉);
πac (m′at:T−1|ot+1:T , µ

a
t+1:T )]

(15)
Finally, the DR.MACC method uses the same loss function as described in the
MACC method. The social loss function (see Equation 16) is an additional loss
function for the action and communication policy to promote social behaviour.
In our context more social behaviour results in adapting the action and commu-
nication distribution depending on which message is presented. This is achieved
by increasing the loss when the distribution does not change when different input
messages are presented. This change in distribution is important when learning
a communication protocol because when the other agents do not have a change
in distribution, the resulting communication difference return will be zero. We
refer to the work of Vanneste et al. [20] for a more detailed description of the
social loss.

Ls(θiπa
u
) = −λ

k

k∑
x=0

∣∣∣πau(oa, µ, θiπa
u
)− πau(oa, (¬µx, µ−x), θiπa

u
)
∣∣∣ (16)

4.2 Memory-Improved Equations for the Communication Returns

Calculating the different returns to obtain the CU difference return can be
computationally expensive and memory-intensive. So, we investigated memory-
improved equations to acquire the different communication returns. These equa-
tions allow us to reuse the action difference returns which are used to train the
action policy and discard the action returns after the difference return is ob-
tained. The memory-improved method to calculate the CU difference return is
shown in Equation 17.

∆Gacu(st:T ,mt) = −E
[
E
[
∆Gu(st+1:T , u

′
t+1:T ,M(mt:T−1)));

πu(u′t+1:T |ot+1:T ,M(〈m′at:T−1,m−at:T−1〉))
]
;πac (m′at:T−1|oat:T−1, µat:T−1)

]
(17)

In this equation, the global difference return is created as the sum of the agent-
specific difference returns. This is because the communication policy attempts
to improve the difference return for all the agents. However, this assumption is
only valid in a cooperative setting and not in a competitive or mixed cooperative-
competitive setting.

∆Gu(st+1:T , ut+1:T ) =
1

n

∑
a

∆Gau(st+1:T , u
a
t+1:T ) (18)

Equation 17 can be unintuitive because of the negative sign, so we provide a
formal proof for this equation in Theorem 1 which shows how this equation is
obtained.
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Theorem 1. The CU difference reward ∆Gacu can be defined as the negative
expected action difference reward ∆Gau.

Proof.

∆Gacu(st:T ,mt)

= Gacu(st:T ,mt)

− E[Gacu(st:T ,M(〈m′at:T−1,m−at:T−1〉))π
a
c (m′at:T−1|oat:T−1, µat:T−1)]

= E[Gu(st+1:T , u
′′
t+1:T );πu(u′′t+1:T |ot+1:T ,M(mt:T−1))]

− E[E[Gu(st+1:T , u
′
t+1:T );πu(u′t+1:T |ot+1:T ,M(〈m′at:T−1,m−at:T−1〉))];

πac (m′at:T−1|oat:T−1, µat:T−1)]

= E[

T−t+1∑
k=t+1

γ k−tR(sk, u
′′
k);πu(u′′t+1:T |ot+1:T ,M(mt:T−1))]

− E[E[

T−t+1∑
k=t+1

γ k−tc R(sk, u
′
k);πu(u′t+1:T |ot+1:T ,M(〈m′at:T−1,m−at:T−1〉))];

πac (m′at:T−1|oat:T−1, µat:T−1)]

= −E[E[

T∑
k=t+1

γ k−t(R(sk, u
′
k)− E[R(sk, u

′′
k);πu(u′′k |ok,M(mk−1))]);

πu(u′t+1:T |ot+1:T ,M(〈m′at:T−1,m−at:T−1〉))];π
a
c (m′at:T−1|oat:T−1, µat:T−1)]

= −E[E[

T∑
k=t+1

γ k−t∆R(sk, u
′
k,M(mk−1));

πu(u′t+1:T |ot+1:T ,M(〈m′at:T−1,m−at:T−1〉))];π
a
c (m′at:T−1|oat:T−1, µat:T−1)]

= −E[E[∆Gu(st+1:T , u
′
t+1:T ,M(mt:T−1)));

πu(u′t+1:T |ot+1:T ,M(〈m′at:T−1,m−at:T−1〉))];π
a
c (m′at:T−1|oat:T−1, µat:T−1)]

(19)

Next, a memory-improved method to calculate the CC difference return is shown
in Equation 20 which shows similar properties to the memory-improved CU
difference return calculations by allowing us to discard the CU returns. The
proof for this CC difference return equation is shown in Proof 2.

∆Gacc(st:T ,mt) = −E
[
E
[
∆Gcu(st+2:T ,m

′
t+1:T−1);

πc(m
′
t+1:T−1|ot+1:T−1,M(〈m′at:T−1,m−at:T−1〉))

]
;πac (m′at:T−1|oat:T−1, µat:T−1)

]
(20)

Theorem 2. The CC difference reward ∆Gacc can be defined as the negative
expected CU difference reward ∆Gacu.
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Proof.

∆Gacc(st:T ,mt)

= Gacc(st:T ,mt)

− E[Gacc(st:T ,M(〈m′at:T−1,m−at:T−1〉))π
a
c (m′at:T−1|oat:T−1, µat:T−1)]

= E[Gcu(st+2:T ,m
′′
t+1:T−1);πc(m

′′
t+1:T−1|ot+1:T−1, µt+1:T−1)]

− E[E[Gcu(st+2:T ,m
′
t+1:T−1);

πc(m
′
t+1:T−1|ot+1:T−1,M(〈m′at:T−1,m−at:T−1〉))];

πac (m′at:T−1|oat:T−1, µat:T−1)]

= −E[E[Gcu(st+2:T ,m
′
t+1:T−1)− E[Gcu(st+2:T ,m

′′
t+1:T−1);

πc(m
′′
t+1:T−1|ot+1:T−1, µt+1:T−1)];

πc(m
′
t+1:T−1|ot+1:T−1,M(〈m′at:T−1,m−at:T−1〉))];

πac (m′at:T−1|oat:T−1, µat:T−1)]

= −E[E[∆Gcu(st+2:T ,m
′
t+1:T−1);

πc(m
′
t+1:T−1|ot+1:T−1,M(〈m′at:T−1,m−at:T−1〉))];

πac (m′at:T−1|oat:T−1, µat:T−1)]
(21)

4.3 Communication Return Approximation

The memory requirements to calculate the communication difference returns
have already been reduced by the memory-improved equations. However, cal-
culating the CU and CC difference return can still be very computationally
expensive as the expectation is under the joint action and communication policy
respectively. This results in #Ma ∗

∏A
a′ #Ua

′
of inference calls for the CU differ-

ence return where #Ma is the number of messages for agent a and #Ua
′
is the

number of actions for agent a′. In the work of Vanneste et al. [20], two approx-
imation methods are compared to the exact method to calculate the CU and
CC Q-values with a lower amount of inference calls. The results showed that the
Agent-Based Sampling (ABS) approximation has a good balance between train-
ing performance and the number of inference calls. An adapted version of the CU
return calculations, using the ABS approximation, is shown in Equation 22. The
CU Q-value calculations using ABS approximation required #Ma ∗

∑A
a′ #Ua

′

number of inference calls.

∆Gacu(st:T ,mt:T−1) =

1

n

n∑
a′=0

E
[
Gu(st+1:T , 〈u′a

′

t+1:T , ũ
−a′
t+1:T 〉);πa

′

u (u′a
′

t+1:T |oa
′

t+1:T ,Ma′(mt:T−1))
]

with :ũ−a
′

t+1:T ∼ π−a
′

u (o−a
′

t+1:T , µt+1:T )
(22)
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The memory-improved CU difference return calculations from Equation 17 can
then be combined with Equation 22. This results in the final CU difference
return calculation, as shown in Equation 23, which is used for the DR.MACC-
ABS method.

∆Gacu(st:T ,mt) =

− E
[ 1

n

n∑
a′=0

E
[
∆Gu(st+1:T , 〈u′a

′

t+1:T , ũ
−a′
t+1:T 〉,M(mt:T−1)));

πa
′

u (u′a
′

t+1:T |oa
′

t+1:T ,Ma′(mt:T−1))
]
;πac (m′at:T−1|oat:T−1, µat:T−1)

]
with :ũ−a

′

t+1:T ∼ π−a
′

u (o−a
′

t+1:T , µt+1:T )
(23)

The calculations for the CC return require #Ma∗
∏A
a′ #Ma′ number of inference

calls. The CC return ABS approximation calculation reduces the number of
inference calls to #Ma ∗

∑A
a′ #Ma′ and is shown in Equation 24.

∆Gcc(st+1:T ,mt:T−1) =

1

n

n∑
a′=0

E
[
Gcu(st+2:T , 〈m′a

′

t+1:T−1, m̃
′−a′
t+1:T−1〉);πac (m′a

′

t+1:T−1|oa
′

t+1:T−1, µ
a′

t+1:T−1)
]

with :m̃′−a
′

t+1:T−1 ∼ π−a
′

c (o−a
′

t+1:T , µt+1:T )
(24)

Equation 24 is then combined with Equation 20 to achieve Equation 25 which
is used in the DR.MACC-ABS method to calculate the CC difference reward.

∆Gacc(st:T ,mt) = −E
[ 1

n

n∑
a′=0

E
[
Gcu(st+2:T , 〈m′a

′

t+1:T−1, m̃
′−a′
t+1:T−1〉);

πac (m′a
′

t+1:T−1|oa
′

t+1:T−1, µ
a′

t+1:T−1)
]
;

πac (m′at:T−1|oat:T−1, µat:T−1)
]

with :m̃′−a
′

t+1:T−1 ∼ π−a
′

c (o−a
′

t+1:T , µt+1:T )
(25)

4.4 Learning the Reward Function

The DR.MACC method assumes that we have access to the environment’s re-
ward function. However, we cannot always make this assumption. So, similar to
the DRR.PG method, we will learn the reward function and use this to calculate
the difference reward. When we learn the reward function for the DR.MACC
method, we denote it as the DRR.MACC method. The reward model is trained
in a supervised manner using the data generated by the interactions of the agents
with the environment. Equation 26 shows the loss function that is used to train
the reward function R̄(st, ut). The training of the reward model occurs simulta-
neously with the training of the agents. It is important to note that learning the
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reward function is significantly easier than learning a global Q-function which is
required for the MACC method. This is because the reward function does not
depend on the policy of the other agents when we have access to the joint action.

L(θr) = Est,ut,rt

[(
rt − R̄(st, ut, θr)

)2] (26)

4.5 DR.MACC in a Dec-POMDP

Additionally, we also provide the difference return equations which are more
suitable for a Dec-POMDP by including a history τ of the past observations
and actions. It is important to note that the reward function is only a function
of the current state and the current joint action because the reward function is
independent of the policy of the agents when we have access to the joint action
of the agents.

∆Ra(ot, τ t, ut) = rt −
∑
u′a
t

πau(u′at |τat )R(ot, 〈u′at , u−at 〉) (27)

∆Gau(ot:T , τ t:T , ut:T ) ,
T∑
k=t

γ k−t∆Ra(ok, τk, uk) (28)

These equations can then be used by the memory-improved CU difference return
equation as shown in Equation 29.

∆Gacu(ot:T , τ t:T ,mt) = −E
[
E
[
∆Gu(ot+1:T , τ t:T , u

′
t+1:T ,M(mt:T−1)));

πu(u′t+1:T |τ t+1:T ,M(〈m′at:T−1,m−at:T−1〉))
]
;πac (m′at:T−1|τat:T−1, µat:T−1)

]
(29)

Similarly, the memory-improved CC difference return equation can be adapted
to include the history as shown in Equation 30.

∆Gacc(ot:T , τ t:T ,mt) = −E
[
E
[
∆Gcu(ot+2:T , τ t+2:T ,m

′
t+1:T−1);

πc(m
′
t+1:T−1|τ t+1:T−1,M(〈m′at:T−1,m−at:T−1〉))

]
;πac (m′at:T−1|τat:T−1, µat:T−1)

]
(30)

5 Results

In this section, the DR.MACC and DRR.MACC methods are compared to the
Q-variant of MACC [20], using a centralized critic, which we will denote as Q-
learning MACC (Q.MACC). Additionally, we also compared with an indepen-
dent variant of MACC which uses an independent Q-function. Here, every agent
uses a decentralized critic based on its observation and action. This variant of
the MACC method is denoted as Independent Q-Learning MACC (IQL.MACC).
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The IQL.MACC variant allows us to compare both the centralized and decen-
tralized critic variants. This variant enables us to demonstrate the importance of
a centralized critic in learning to communicate because this is not the case for ev-
ery environment as described by Lyu et al. [8]. The different methods all use the
Agent-Based Sampling (ABS) method [20] to reduce the computational cost. We
used the speaker with multiple listener’s environment from the work of Vanneste
et al. [20] which is based on the speaker listener setting from the Particle en-
vironment [7]. In this environment, n listeners need to go towards one of three
target landmarks in a 2D world. However, the listeners do not know to which
landmark they need to go. This information is only available to the speaker, so
it needs to share this information with the listener agents by learning a certain
communication protocol. The speaker agent can use two bits of information to
share this information with the listener agents. The agents are trained using a
shared reward which is the negative average distance of the different listeners to
their target landmark. This means that a set of optimal agents can achieve an av-
erage return of -15 independently of the number of listeners in the environment.
No specific reward is presented to the agents for sharing information between
the speaker and listeners, so the agents need to learn a communication protocol
to minimize the distance between the listeners and their target landmarks. This
environment allows us to easily test the scalability of the different methods by
increasing the number of listeners and comparing the average return. We tested
the different methods in three different configurations with One, two and four
listeners. Additionally, the difference reward variants are also evaluated with
eight listeners. In our experiments, we used the same agent configuration and
implementation for the different methods and only adapt the method to calcu-
late the advantage or difference reward. The different agents are trained under
the CTDE paradigm, so we allowed the agents to share network parameters dur-
ing training. Every method and number of listeners combination is trained five
times after which the results are combined into a training graph and violin graph
of the average return of the final episodes. The data of the training graphs are
processed to show the interquartile mean and the bootstrapped 90% confidence
interval. These results are shown in Figures 3, 4, 5, and 6.

The results show that the IQL.MACC variant is not able to learn a communi-
cation policy for any number of listeners. This is because a decentralized critic is
not able to properly estimate the expected discounted reward without the obser-
vation of the listener. The Q.MACC can learn a valid communication protocol in
the configuration with one listener because an average return of -15 is achieved.
However, when the number of listeners is increased to two, the Q.MACC method
cannot achieve this. When we increase the number of listeners to four, the
Q.MACC method cannot learn a valid action policy and achieves an average
return of -400 in the final episodes. The results of the DRR.MACC method,
which uses a learned reward function, can outperform the Q.MACC method
in every tested configuration. Although the DRR.MACC method achieves bet-
ter results than the Q.MACC method, the method cannot learn a set of valid
policies for the configuration with eight listeners where it achieves an average



14 S. Vanneste et al.

0.0 0.2 0.4 0.6 0.8 1.0
Environment Steps 1e7

40

20

10

M
ea

n 
Re

tu
rn

IQL.MACC-ABS
Q.MACC-ABS

DR.MACC-ABS
DRR.MACC-ABS

(a) Training Graph

IQL.M
AC

C-ABS

Q.MAC
C-ABS

DR.M
AC

C-ABS

DRR.M
AC

C-ABS
80

40

20

10

5

M
ea

n 
Re

tu
rn

(b) Return of the Final Episodes

Fig. 3: Speaker with One Listener.
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Fig. 4: Speaker with Two Listeners.
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Fig. 5: Speaker with Four Listeners.
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Fig. 6: Speaker with Eight Listeners.
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return of -400. The DR.MACC method, which uses the environment’s reward
function, can learn a valid communication policy for every configuration. These
results show that the main factor which determines the agents’ performance, is
the accuracy of the Q-function or Reward function. Since the reward function is
much easier to learn, the DRR.MACC method can learn with a higher number
of agents compared to the Q.MACC method. When using the reward function
directly, which is perfectly accurate by definition, the DR.MACC method can
learn within all the tested configurations.

6 Conclusion

In this work, we presented the DR.MACC and the DRR.MACC methods. These
methods combine the benefits of two methods. First, the MACC method [20]
enables us to learn a discrete communication policy by using counterfactual rea-
soning over the policy of the other agents. Next, the DR.PG method [1] allows us
to calculate an agent-specific return by the reward function or a trained approx-
imation instead of the more complex Q-function. To reduce the memory require-
ments of the computations, we provided a set of memory-improved equations for
the communication difference return which can reuse the action difference return
directly. However, these calculations still depend on the expectation of the joint
action and joint communication policy of the agents which is very computation-
ally expensive using the exact method. To reduce this computational cost to a
great extent, we used the Agent-Based Sampling (ABS) method from the work
of Vanneste et al. [20]. The results show that the IQL.MACC method, using the
individual Q-function, is not able to learn a communication protocol because
the critic cannot access the observation of the speaker. However, the Q.MACC
method can learn a communication protocol for one listener but encounters scal-
ability problems in the configuration with two and four listeners because of the
need to learn a joint Q-function. The DRR.MACC method outperforms the
Q.MACC method in every tested configuration but cannot learn a set of policies
for the eight listener’s environment. The DR.MACC method, using the reward
function directly, can learn a valid action and communication policy in every
tested configuration. In future work, the DR.MACC and DRR.MACC methods
could be evaluated in a Dec-POMDP using the adaptions to the difference re-
turn as presented in Section 4.5. Additionally, other approximation methods to
calculate the communication difference return could be investigated.
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